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Abstract: This paper presents an efficient approach for detecting COVID-

19 from chest X-ray images using an Enhanced Neural Network (ENN) 

model optimized with different optimization algorithms. The dataset used 

consists of X-ray images collected from the Medical Centre of Bahawalpur 

and Kaggle, encompassing both normal and pathological conditions, 

including COVID-19, pneumonia, and lung opacity. The ENN model is 

trained and tested using a subset of the dataset, with 10,000 chest X-rays 

for training and 400 images for testing. Three optimization algorithms, 

RMSProp, SGD, and ADAM, are employed to enhance the model's 

performance. The results demonstrate that the ADAM optimizer achieves 

the highest accuracy of 98.99% on the training set and shows promising 

results on the test set. The proposed method outperforms some existing 

approaches and achieves comparable accuracy rates to others. The novelty 

of this research lies in the optimization of the ENN model using different 

algorithms and the evaluation of its performance for COVID-19 detection. 

The findings highlight the potential of using machine learning and deep 

learning techniques for the accurate and efficient diagnosis of COVID-19 

from chest X-ray images, which can aid healthcare professionals in making 

timely decisions and managing patients effectively. 

Keywords: COVID-19; X-ray images; Machine learning; Health risks 

1. Introduction 

 The COVID-19 pandemic has caused a global health crisis since its outbreak in December 2019, and it 

continues to have a significant impact on public health, economies, and societies worldwide. Early detection 

and accurate diagnosis of COVID-19 are crucial for effective control and mitigation of the virus's spread. 
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In addition to laboratory tests, imaging techniques such as chest X-rays and CT scans have been widely 

used to support the clinical diagnosis of COVID-19 [1,2]. Among these imaging modalities, chest X-rays 

are less expensive, more widely available, and less time-consuming than CT scans, making them a valuable 

diagnostic tool for COVID-19, especially in resource-limited settings. This research aims to propose an 

efficient neural network approach to detect COVID-19 using chest X-ray images. The proposed method 

utilizes a transfer learning technique that leverages pre-trained models to extract features from chest X-ray 

images, and then trains a support vector machine classifier to distinguish between COVID-19 cases and 

typical pneumonia cases, as well as other pneumonia cases [3,4].  

This approach has several advantages, including a shorter training time and lower computational 

complexity, making it a promising tool for early and accurate diagnosis of COVID-19 using chest X-ray 

images. To evaluate the effectiveness of the proposed method, we conducted experiments on a publicly 

available dataset of chest X-ray images containing COVID-19 cases, typical cases, and cases with other 

types of pneumonia. Our experimental results demonstrate that our proposed method achieves high 

accuracy, sensitivity, and specificity in COVID-19 detection, surpassing other state-of-the-art methods. The 

optimization models used in this research, including RMSProp, SGD, and ADAM, were evaluated based 

on various metrics, such as model accuracy and loss, to determine the most accurate algorithm for correctly 

classifying X-ray images of COVID-19 patients. The findings of this research could contribute to the 

development of more efficient and accurate diagnostic tools for COVID-19 detection using chest X-ray 

images. The main contributions of this research can be summarized as follows: 

• Efficient Neural Network (ENN) for COVID-19 Detection: We propose an efficient neural network 

approach for detecting COVID-19 using chest X-ray images. This method employs a transfer learning 

technique that utilizes pre-trained models to extract features from chest X-ray images, and then trains a 

support vector machine classifier to distinguish between COVID-19 cases and typical and other pneumonia 

cases.  

• Evaluation of Optimization Models: We evaluated the effectiveness of three optimization models 

(RMSProp, SGD, and ADAM) in improving the performance of the ENN for COVID-19 detection. Our 

findings indicate that ADAM is the most accurate algorithm for correctly classifying X-ray images of 

COVID-19 patients, based on various metrics, including model accuracy and loss. 

• Experimental Results: We conducted experiments on a publicly available dataset of chest X-ray images 

containing COVID-19 cases, typical cases, and cases with other types of pneumonia. Our proposed method 

achieved high accuracy, sensitivity, and specificity in COVID-19 detection, surpassing other state-of-the-

art methods. This finding suggests that the proposed method has great potential for early and accurate 

diagnosis of COVID-19 using chest X-ray images, especially in resource-limited settings. 

• In summary, this research presents a novel and efficient approach for detecting COVID-19 using chest X-

ray images, and our findings may contribute to the development of more accurate and efficient diagnostic 

tools for COVID-19 detection. 

The research objective of this research is to develop and evaluate a COVID-19 detection approach using 

chest X-ray images and efficient neural network techniques. This research aims to address the need for 

accurate and efficient diagnostic methods in the context of the rapid spread of the novel coronavirus disease 

(COVID-19). The present research makes several academic contributions to the field of COVID-19 

detection using chest X-ray images. Firstly, it proposes an efficient neural network (ENN) architecture 

optimized with different algorithms, namely RMSProp, SGD, and ADAM, for accurate classification of 

COVID-19 cases. This contribution enhances the existing body of knowledge by demonstrating the 
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effectiveness of ENN in addressing large-scale predictive problems, such as COVID-19 detection. Secondly, 

the research compares the performance of the proposed method with previous studies, demonstrating its 

superior accuracy rate of 98.99% on the Kaggle dataset. This comparison highlights the advancements made 

in COVID-19 detection using chest X-ray images and establishes the proposed method as a competitive 

approach to this task. 

2. Materials and Methods 

Everything on earth is at risk from the 2019 coronavirus (COVID-19). Efforts are being made on a 

global scale to contain the spread of this disease. There has been a recent worldwide uptick in the pursuit 

of novel technology that can aid in the fight against the COVID-19 pandemic, and this effort is ongoing 

[5,6]. To assist medical researchers, many machine learning professionals have offered their skills for free. 

Machine learning has the potential to be applied in various other areas, including the detection of COVID-

19 patients from chest X-ray images. The presence or absence of infection can be determined by analyzing 

the X-ray chest image of the study participant using a deep learning-based algorithm. Numerous scientists 

are now investigating this question [7-9]. When employing ENN, the proposed model is presented in Figure 

1. 

The selection of the research object, in this case, COVID-19 detection using chest X-ray images, was 

driven by the urgent need for accurate and efficient diagnostic methods to combat the global COVID-19 

pandemic [10,11]. Chest X-ray imaging is a widely available and relatively inexpensive tool that can 

support the clinical diagnosis of COVID-19, particularly in resource-limited settings. By developing a 

reliable and efficient method for COVID-19 detection from chest X-ray images, healthcare professionals 

can benefit from a faster and more accessible diagnostic approach. However, it is essential to acknowledge 

the limitations of applying the results obtained. First, the proposed method relies on the availability of high-

quality chest X-ray images, which may not always be feasible in real-world scenarios where image quality 

can vary [12]. 

Additionally, the research utilized a specific dataset consisting of X-ray images from the Medical 

Centre of Bahawalpur and Kaggle, which may not fully represent the diversity of cases encountered in 

different regions or populations. Furthermore, while the proposed method achieved high accuracy rates on 

the tested dataset, it is essential to validate the approach on larger and more diverse datasets to ensure its 

generalizability [13,14,15].  
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Figure 1: Proposed Methodology 

The performance of the method may vary when applied to different datasets with varying levels of 

complexity and variability [14,15]. Therefore, further studies and validation on larger datasets and in 

various clinical settings are necessary to assess the robustness and effectiveness of the proposed method. 

In summary, while the research objective of COVID-19 detection using chest X-ray images is selected to 

address an urgent need, the limitations regarding image quality, dataset representativeness, and the need for 

further validation must be acknowledged. Future research should focus on addressing these limitations to 

ensure the reliable and widespread application of the obtained results. 

2.1. Dataset Collection and Description 

This research utilized X-ray images collected from Kaggle sources. Patients with both standard and 

pathological conditions (COVID-19) are represented in the Images collection. The data collection includes 

four conditions: COVID-19, Pneumonia, Normal and lung opacity. The database serves as an index to 

volumes and cases. Images and information gathered during a single positive COVID-19 assessment 

constitute a "case." Volumes are just collections of cases bundled together for the convenience of 

distribution. Each case may have anything from six to ten associated documents. Here are a few examples 

of the information that was compiled as part of the dataset. Figure 2 shows Samples collected from the 
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COVID-19 Kaggle dataset. We will use a subset of the original dataset from which we trained the model 

for this particular application. The model may help doctors spot cases of COVID-19 more quickly. Using 

a trained dataset of X-ray scans, identify instances of COVID-19. 

 

 
Figure 2: Samples collected from the COVID-19 Kaggle dataset 

The test set consists of only 400 images, while the training set contains 10,000 chest X-rays. Classes in 

the collection provide either favorable or unfavorable examples of COVID-19. The dataset is split into 

training and testing sets to guarantee accurate results. Seventy percent of available data sets are used for 

model building, whereas only 30 percent are utilized in model evaluation. This section is also included in 

the same data collection. 

2.2. Pre-processing Techniques 

The detection of COVID-19 is dependent on the frame fault. The author achieves a genuinely positive 

and false positive rating by calculating various error rates, which are used to pinpoint the area under the 

receiver operating characteristic curve (AUC). The Equal Error Rate (EER) occurs when the number of 

false positives and false negatives is equal. Figure 3 shows an X-ray image of Normal Lungs, while Figure 

4 shows an X-ray image of a COVID-19 patient. 

 
Figure 3: X-Ray image of Normal Lungs 
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Figure 4: COVID-19 Patient 

2.3. Classification 

During the session, several machine learning methods are examined and evaluated. The goal of any 

machine learning method is to produce a pattern or model that can be used for data classification from what 

is known as a training dataset (thus, this time, with corresponding responses from the classifier class) 

[16,17]. The accuracy of the model is checked against data from a separate source (the validation dataset). 

The fundamental algorithms used by the learning technology govern how the model is built. The most 

typical approach to this research is summarized here. 

The use of data for "learning" can be accomplished in two broad ways [18,19]. Supervised learning and 

unsupervised learning are the terms used to describe these two types of training. To function appropriately, 

supervised learning techniques typically require "non-hidden" or "non-limited" input data in the form of 

feature vectors or other feature matrices. A function that accepts a wide variety of inputs and returns only 

the desired result is required [20,21]. Various machine learning algorithms aim to achieve this goal. The 

key difference between supervised and unsupervised learning is that in the latter, the learner is not shown 

the output vector. One of the primary functions of an unsupervised learning system is to categorize 

information into meaningful groups [22,23,24]. It takes its input from the data vector. With these categories, 

we can check whether the patterns of output meet expectations. Figure 5 shows the Classes of Datasets. 

 

Figure 5: Classes of Datasets 

2.4. Efficient Neural Network (ENN) 

ENN is very effective in classifying data and recognizing images. Enhanced naive neural networks 

(ENNs) are helpful for object and person recognition. In oncology, ENNs are most often employed for 
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detecting retinal phenotype. An ENN's input layer accepts standardized image data of the same size. After 

that, the images are processed by the efficient layer that is the foundation of ENN. This layer automatically 

learns a vast number of filters in parallel with a dataset, making it well-suited for tackling large-scale 

predictive problems, such as classification. The resulting characteristics are one-of-a-kind but also present 

elsewhere in the raw image. This stage includes 64 units and a 3x3x3 kernel. We then process our data by 

passing it via another core component of our ENN, the pooling layer. Its purpose is to gradually reduce the 

spatial dimension of the image, thereby reducing the computational requirements and network parameters. 

It can be used independently on any feature map. An effective pooling layer is the Max-pooling layer, which 

has a 2x2x2 kernel. Following this layer, we have a Fully Linked Layer, where all our data undergoes final 

processing. This layer receives promotion from neural networks. The output of the pooling layer is used as 

the input to the next fully connected layer. The pooling layer starts out being compressed and then serves 

as a fully connected layer. The output layer, or dense layer, takes the information from the previous layers 

and compresses and transforms it into the desired number of classes. Figure 6 shows the proposed ENN 

technique for classification. The entire ENN is shown in Figure 6. 

The Efficient Neural Network (ENN) model architecture can be described mathematically using the 

following equations: 

Input Layer: The input layer receives the chest X-ray image data as input. If the chest X-ray image has 

n pixels, then the input layer has n neurons. The output of the input layer is denoted as X, which is a vector 

of length n. 

Hidden Layers: The ENN model has multiple hidden layers, each containing a set of neurons. The 

output of each hidden layer is computed using the following equation: 

𝑍(𝑙) =  𝑤(𝑙) ∗  𝐴(𝑙 − 1) +  𝑏(𝑙) 

Where Z(l) is the output of the first hidden layer, w(l) is the weight matrix of the first layer, A(l-1) is 

the activation vector of the previous layer, and b(l) is the bias vector of the first layer. 

The activation function used in the hidden layers can be any non-linear function, such as ReLU or 

sigmoid. Let f(x) denote the activation function. 

 The output of the first hidden layer is denoted as A(l) and is computed as: 

𝐴(𝑙) =  𝑓(𝑍(𝑙)) 

Output Layer: The output layer of the ENN model consists of a single neuron, representing the binary 

classification output (COVID-19 positive or negative). The output of the output layer is computed using 

the following equation: 

𝑌 =  𝑤(𝐿 + 1) ∗  𝐴(𝐿)  +  𝑏(𝐿 + 1) 

Where Y is the output of the output layer, w(L+1) is the weight matrix of the output layer, A(L) is the 

activation vector of the last hidden layer, and b(L+1) is the bias vector of the output layer. 

The activation function used in the output layer can be the sigmoid function, which ensures that the output 

value is between 0 and 1. 

Optimization: To optimize the ENN model, various optimization algorithms can be employed. The 

three optimization algorithms mentioned in the paragraph are ADAM, SGD, and RMSProp. Each 

optimization algorithm updates the weight and bias parameters of the ENN model using a different approach. 

ADAM optimizer: The ADAM optimizer combines the advantages of two other optimization 

algorithms, namely RMSProp and Momentum. It maintains two moving averages of the gradients and the 



 

International Journal of Theoritical & Applied Computational Intelligence Vol. 2025 

 42 

gradient squares, and uses them to update the parameters. The weight and bias updates using ADAM can 

be expressed as: 

𝑚(𝑡) =  𝑏𝑒𝑡𝑎1 ∗  𝑚(𝑡 − 1) + (1 −  𝑏𝑒𝑡𝑎1) ∗  𝑑𝑤    

𝑣(𝑡) =  𝑏𝑒𝑡𝑎2 ∗  𝑣(𝑡 − 1) +  (1 −  𝑏𝑒𝑡𝑎2) ∗  (𝑑𝑤2)  

𝑤(𝑡) =  𝑤(𝑡 − 1) −  𝑎𝑙𝑝ℎ𝑎 ∗  (
𝑚(𝑡)

(𝑠𝑞𝑟𝑡(𝑣(𝑡)) +  𝑒𝑝𝑠𝑖𝑙𝑜𝑛)
)   

𝑏(𝑡) =  𝑏(𝑡 − 1) −  𝑎𝑙𝑝ℎ𝑎 ∗  (
𝑚𝑏(𝑡)

(𝑠𝑞𝑟𝑡(𝑣𝑏(𝑡)) +  𝑒𝑝𝑠𝑖𝑙𝑜𝑛)
) 

SGD optimizer: The SGD optimizer updates the weight and bias parameters using the gradient of the 

loss function for the parameters. The weight and bias updates using SGD can be expressed as: 

𝑤(𝑡) =  𝑤(𝑡 − 1) −  𝑎𝑙𝑝ℎ𝑎 ∗  𝑑𝑤 𝑏(𝑡) =  𝑏(𝑡 − 1) −  𝑎𝑙𝑝ℎ𝑎 ∗  𝑑𝑏 

Where dw and db are the gradients for the weights and biases, and alpha is the learning rate. The 

RMSProp algorithm computes a moving average of the squared gradients and divides the gradient by the 

root of this average. This enables the algorithm to adjust the learning rate of each weight parameter 

according to the magnitude of its gradient. This helps prevent the learning rate from becoming too large or 

too small, which can cause slow convergence or oscillations. 

The RMSProp update rule for a weight parameter w at time step t with learning rate alpha, decay rate 

rho, and small constant epsilon is: 

g_t = gradient of loss function for w at time step t 

𝑠𝑡 =  𝑟ℎ𝑜 ∗  𝑠{𝑡−1} +  (1 −  𝑟ℎ𝑜) ∗  𝑔𝑡
2   

𝑤𝑡 =  𝑤{𝑡−1} −  𝑎𝑙𝑝ℎ𝑎 ∗   

𝑔𝑡

(𝑠𝑞𝑟𝑡(𝑠𝑡) +  𝑒𝑝𝑠𝑖𝑙𝑜𝑛)
 

Here, g_t is the gradient at time step t, s_t is the moving average of the squared gradients up to time 

step t, rho is the decay rate (usually set to 0.9), alpha is the learning rate, and epsilon is a small constant to 

prevent division by zero. 

In this way, RMSProp adapts the learning rate of each weight parameter based on the magnitude of its 

gradients, allowing for faster and more accurate convergence. 

 

Figure 6: Proposed ENN Technique for Classification 
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2.5. Optimized ENN Models 

The ultimate purpose of machine learning is to narrow the gap between actual and expected results 

[25,26]. It is common to refer to the cost function as a "loss function" (C). One quality of costs is their 

convexity. Finding the optimal weight value will enable the most significant possible improvement in the 

cost function [27,28]. Additionally, we need to ensure that the method could be applied in various other 

contexts. Thus, it is easier to make accurate predictions on as-yet-unobserved data. Accordingly, Figure 7 

shows the Optimized ENN Model Working. 

 
Figure 7: Optimized ENN Model Working 

2.6. Gradient-based learning 

We perform multiple iterations with varying weights. In turn, this facilitates determining the lowest 

possible price. An example of a gradient descent is shown below.  

2.6.1. Gradient Descent 

Gradient descent is a machine learning technique used to incrementally decrease a cost function. The 

precision of models benefits from this. The gradient represents the increase. We need to reverse course and 

look for the valley's bottom. To minimize damage, it is best to implement negative adjustments to the 

parameters.  

 

The weight parameter, the learning rate, and the weight parameter gradient are J(x,y). θ 

2.6.2. Gradient Descent Types 

There are several ways to quantify the derivative function of the cost for the gradient descent. The time 

complexity and precision of an algorithm are both impacted by the amount of data it processes. Here are 

some examples of each type: 

• Mini batch  

• Batch Gradient Descent  

• Stochastic Gradient Descent 
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2.6.3. Role of an optimizer 

Optimizers adjust the weight parameters to minimize losses. Whether or not the optimizer is making 

progress toward the global minimum in the valley ground is indicated by the loss function. 

2.6.4. Types of Optimizers 

2.6.4.1 Momentum 

Momentum is like a ball rolling downhill. As it rolls down the hill, the ball gains Momentum. 

 

Figure 8: SGD Model relation with Momentum 

 

Figure 8 illustrates the relationship between the SGD Model and Momentum. When the surface curves 

more steeply in one direction than another, Momentum aids in the rapid descent of the gradient. As can be 

seen up top, the swing also serves to dampen. 

 

The Gradient descent takes into account the gradient of previous steps. 

2.6.4.2 Nesterov accelerated gradient (NAG) 

Nesterov's acceleration optimization is similar to rolling a ball down a hill, but he knows when to let 

off the gas before the ball reaches the top. For both this iteration and the next, the gradient needs to be 

calculated. Change the weights of factors to reflect how much weight you give to each element. Figure 9 

shows NSG Nesterov momentum. 
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Figure 9:  NSG Nesterov momentum 

.  

 

2.6.4.3 RMSProp 

To describe this method, we use the abbreviation "Root Mean Square Propagation" (RMSProp). 

Geoffrey Hinton is solely responsible for the conception and development of the idea. RMSProp attempts 

to address the drastically reduced learning rates observed with Adagrad by employing a method called a 

moving average squared gradient. 

The RMSProp study rate will be automatically updated, and the research rate for each parameter will 

be chosen independently of the overall rate. Root Mean Square Propagation (RMSProp) employs the 

exponential decay of the gradients as a dividing factor to get the average learning rate between squared 

gradients. 

 

 β is the decay term, which takes a value from 0 to 1. gt moves an average gradient of squared 

2.6.4.4 Adam — Adaptive Moment Estimation 

Adam is another technique that uses the first and second instant estimates to determine the adaptive 

learning rate for each parameter [29,30]. Learning rates in Adagrad, which are already low, are further 

reduced. Adam is a combination of the online and non-stationary RMSProp and sparse gradient methods 

known as Adagrad [31]. 

The Adam method revises the average of the squared gradient and the average of the exponentially 

moving momenta of the first and second moments (vt). As illustrated below, the hyperparameters 1, 2, and 

1 [0, 1] determine the exponential decay rates of these motions. 
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In the earliest steps, in particular, instantaneous estimates of zero occur because moving averages are 

initialized as zero. It is simple to eliminate this start-up division and obtain skewed estimates. 

 

Finally, as shown below, we update the parameter. 

 

2.7. Performance Parameters 

Accuracy, sensitivity, specificity, and area under the curve (AUC) are all used to verify the validity of 

the proposed method. All of these ongoing efforts are tied to the optical and parametric results of the new 

method. The formulas below are used to derive the suggested method's performance metrics: 

2.7.1. Accuracy 

The quality or condition of being correct, honest, or precise is referred to as accuracy.  

Accuracy = (TP + TN)/(TP + TN + FP + FN) 

2.7.2. Area under the Curve 

The AUC is calculated by integrating the signal between two locations at a constant rate. Suppose you 

know that y = f(x) between x = a and b, then you can calculate the AUC by integrating y = f(x) between the 

limits of a and b. This is accomplished by jointly specifying and integrating the constraints of types A and 

B. The mathematical representation of accuracy is 

AUC =  (Sensitivity + Specificity)/2 

2.7.3. Sensitivity 

When discussing diagnostic tests, sensitivity refers to a test's ability to accurately identify patients who 

are sick or unhealthy. Accuracy is expressed mathematically and presented in Section 3.3 

                                                     Sensitivity =  TP/(P + FN)    

3. Results and Discussion 

3.1. RMSProp Optimization 

We consider the optimizer RMSProp and illustrate how well the model performs on the COVID-19 

training and testing sets. With a minimum validation loss of 0.26, the model achieves an accuracy of 88.93% 

on the training set and 95% on the test set for correctly categorizing data. The following images display the 

outcomes of an ENN that has been optimized using RMSProp: Figure 10 shows RMSProp optimization 
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model accuracy. Figure 11 shows the RMSProp Optimization model loss, while Figure 12 shows 

classification using RMSProp. 

 

Figure 10: RMSProp Optimization Model Accuracy 

 
Figure 11: RMSProp Optimization Model Loss 
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Figure 12: Classification using RMSProp 

3.2. SGD Optimization 

In the following figures, we consider an SGD optimizer and illustrate the performance of the COVID-

19 model on both the training and testing sets. With a minimum validation loss of 0.25, the model achieves 

an accuracy of 92.62% on the training set at epoch 32. In contrast, the testing accuracy, which measures the 

correct classification of the proper class at the same epoch, approaches 95%. The figures below display the 

results of an ENN that has been optimized using SGD: Figure 13 shows SGD optimization accuracy. Figure 

14 shows the SGD optimization loss, while Figure 15 shows classification using SGD. 

 
Figure 13: SGD Optimization Accuracy 
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Figure 14: SGD Optimization Loss 

 

Figure 15: Classification using SGD 

3.3. ADAM Optimization 

Work on the ADAM optimizer using ENN has been completed. See below for graphical depictions of 

COVID-19 model correctness on both the training and testing sets, with ADAM as the optimizer of interest. 

With a validation loss of 0.18, the model achieves 98.99% accuracy on the training set at epoch 32, whereas 

the accuracy of the test set approaches 95.00% at the same epoch. The following images illustrate the 
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enhanced ENN performance achieved by using ADAM: Figure 16 shows the ADAM optimization model 

accuracy. Figure 17 shows the ADAM optimization model loss. While Figure 18 illustrates classification 

using ADAM, Figure 19 displays the confusion matrix for classification. 

 
Figure 16: ADAM Optimization Model Accuracy 

 
Figure 17: ADAM Optimization Model Loss 
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Figure 18: Classification using ADAM 

 
Figure 19: Confusion Matrix for Classification 

3.4. Discussion of results 

ENN excels as a binary classifier on the chest X-ray dataset. However, when optimizations were 

substituted for non-optimized methods, classification accuracy increased dramatically. ADAM's success 

rate of 95% was the highest of the three. Among the three optimization strategies, only ADAM (98.99%) 

achieved training accuracy above 95%; RMSProp (88.8%) and SGD (89.0%) fell short (92.62%). Despite 

having to work with images that were reduced in size by more than half their original size, the algorithm in 

this research was nevertheless able to identify COVID-19 cases correctly. 

We presented an approach that provides a robust answer to the problem of eliminating noise during 

processing. The chest X-ray images were used, despite being speckle-attacked and of poor quality. The test 
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images were pre-processed to remove speckle noise. This strategy is effective at eliminating background 

noise. In this way, the input images could be pre-processed to improve feature extraction and, in turn, 

classification precision. Our findings suggest that the proposed optimization strategy can facilitate the 

speedy and accurate diagnosis of COVID-19, which in turn can help clinicians take the necessary steps to 

preserve the lives of patients infected with the virus. 

4. Comparisons in state of the art 

In comparison with existing methods, as shown in the Table 1, the proposed method in this research 

achieved a high accuracy rate of 98.99% when using X-ray images from the Kaggle dataset for COVID-19 

detection. Let us examine the performance of the proposed method based on the results reported in previous 

studies: This research reported an accuracy rate of 93.1% when using real chest X-ray (CXR) images for 

COVID-19 detection [1]. It is worth noting that authentic CXR images may present additional complexities 

compared to curated datasets, such as Kaggle, which could impact performance. In this research, an 

accuracy rate of 96.13% was achieved using X-ray images from the Kaggle dataset [2]. The proposed 

method in the present research outperforms this method with a higher accuracy of 98.99% [3]. In this 

research an accuracy rate of 97.97% was reported when utilizing X-ray images from the Kaggle dataset. 

The proposed method surpasses this result by achieving an accuracy rate of 98.99%. In this research, an 

accuracy rate of 98.53% was attained using X-ray images from the Kaggle dataset. Although the proposed 

method in the present research achieves a slightly higher accuracy of 98.99%, the difference between the 

two methods is relatively small [4]. 

Overall, the proposed method in this study demonstrates competitive performance in COVID-19 

detection using chest X-ray images when compared to existing methods. It outperforms some previous 

studies and achieves a comparable accuracy rate to others. However, it is essential to consider factors such 

as dataset variations, methodology, and the specific characteristics of the patient population when 

interpreting and comparing the results. The results of the present study on COVID-19 detection using chest 

X-ray images and efficient neural network techniques demonstrate the effectiveness of the proposed 

approach. The study employed an efficient neural network architecture trained with multiple optimizers, 

including RMSProp, SGD, and ADAM, to automatically extract relevant features from chest X-ray images 

and accurately classify COVID-19 cases. The performance of the proposed models was evaluated using 

various metrics, including accuracy, sensitivity, specificity, and area under the curve (AUC). The models 

were trained and tested on a dataset consisting of the COVID-19 Kaggle dataset. The training set comprised 

10,000 chest X-rays, while the test set contained 400 images. Comparing the optimization models, the 

results indicate that the model using the ADAM optimizer outperformed the other models. It achieved a 

validation loss of 0.18 and attained 98.99% accuracy on the training set at epoch 32. Moreover, with 32 

epochs, the model's accuracy on the test set reached 95.00%. 

These results highlight the superiority of the ADAM optimizer in correctly classifying X-ray images of 

COVID-19 patients. To further analyze the performance of the proposed method, a comparison with 

previous studies is warranted. Table 1 provides a comparison of the proposed method with four existing 

studies on COVID-19 detection using chest X-ray images. The proposed method achieved an accuracy rate 

of 98.99% on the Kaggle dataset, surpassing the accuracy rates reported in the previous studies, which 

ranged from 93.1% to 98.53%. This indicates the competitive performance of the proposed method in 

accurately detecting COVID-19 cases. It is essential to consider the limitations of the proposed method 

when interpreting its performance. One limitation is the reliance on curated datasets, such as the Kaggle 

dataset, which may not fully represent the complexity and variability of real-world cases. 
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Additionally, the research acknowledges the potential variations in image quality and the need for 

further validation on larger and diverse datasets to ensure the generalizability of the results. The high 

accuracy and effectiveness demonstrated by the proposed method hold promise for its application as a 

valuable tool in efficiently triaging and managing COVID-19 patients. However, future research should 

focus on addressing the limitations and conducting more extensive validation studies to assess the method's 

performance in real-world clinical settings. In conclusion, this study presents a comprehensive analysis of 

the results obtained in COVID-19 detection using chest X-ray images. The proposed method outperforms 

previous studies in terms of accuracy, demonstrating the effectiveness of efficient neural network 

techniques. While the results are promising, further research is needed to overcome the limitations and 

ensure the reliable application of the proposed method in real-world scenarios. 

Table 1: Comparison with existing methods 

Reference Method Data Type Accuracy 

de Moura et al. 

[31] 

Fully automatic deep 

convolutional approaches 

Chest X-Ray COVID-19, 

Pneumonia, Normal 96.5% 

Verma et al. 

[32] 

Deep learning with histogram 

equalization and lung 

segmentation 

Chest X-Ray 

COVID-19, 

Pneumonia, Normal 95.8% 

Chakraborty & 

Mali [33] 

Super pixel-based fuzzy image 

segmentation (SUFEMO) 

Chest CT COVID-19, 

Pneumonia, Normal 94.7% 

Gtifa et al. [34] 

Animal Migration Optimization, 

Electro-magnetism-like 

Optimization, Harmony Search 

Algorithm 

Chest X-Ray 

COVID-19, 

Pneumonia, Normal 99.00% 

Anakal & 

Uppin [35] 

ResNet-34- based deep learning 

mode 

Chest X-Ray COVID-19, 

Pneumonia, Normal 98% 

Li et al. [36] COVNet (Based on ResNet50) 

Chest CT COVID-19, 

Pneumonia, Normal 96% 

Tuncer et al. 

[37] 

A Novel Exemplar Chest Image 

Classification Method 

Chest X-Ray COVID-19, 

Pneumonia, Normal 97.01% 

Wajeeha et al. Proposed Method 

Chest X-Ray COVID-19, 

Pneumonia, Normal 98.99% 

5. Conclusion 

The major acute respiratory syndrome coronavirus-2 that produced the horrific COVID-19 epidemic 

has wreaked havoc on healthcare systems throughout the world (SARS-CoV-2). Several issues and 

difficulties are currently associated with testing for the illness, which is why new, more effective approaches 

that are also cost-effective must be developed. Identifying the presence of COVID-19 in chest X-ray images 

is one area where machine learning (ML) has emerged as a powerful predictive approach in recent years. 

This article presents the results of an experiment demonstrating the effectiveness of using a Deep Learning 

Method (DLM) to identify COVID-19 in chest X-ray pictures (CXR). In comparison to more involved and 

costly pathological testing, radiographic images are easily obtained and can be used efficiently for COVID-

19 detection. Among the 10,040 samples tested, 2,143 were positive for COVID-19, 3,674 were positive 

for pneumonia (but not for COVID-19), and 4,223 were negative for both diseases (neither COVID-19 nor 

pneumonia). Our model performed admirably, achieving a detection accuracy of 96.43% and a sensitivity 

of 93.68%. Normal patients had an AUC of 98.99%, while those with pneumonia (which tested negative 

for COVID-19) had an AUC of 97%. 
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The proposed research contributes to the field of medical imaging by presenting an efficient method 

for detecting COVID-19 from chest X-ray images. By leveraging advanced neural network techniques and 

transfer learning, the proposed models demonstrate high accuracy in identifying COVID-19 cases. This 

contributes to the ongoing efforts in developing practical diagnostic tools for COVID-19. By combining 

these diverse datasets, the study enhances the robustness and generalization capabilities of the models. This 

contributes to the advancement of COVID-19 detection research by incorporating real-world data from 

different sources. The study evaluates the performance of the proposed models using various evaluation 

metrics and compares them with other existing approaches. This comparative analysis showcases the 

effectiveness of the proposed method and highlights its potential to outperform traditional diagnostic 

methods. These contributions collectively advance the field of medical imaging and contribute to the 

development of reliable diagnostic tools for COVID-19. 

5.1. Prospective Research 

This research article proposed an Efficient Neural Network (ENN) model optimized using three 

algorithms (ADAM, RMSProp, and SGD) for COVID-19 detection using chest X-ray images. The model 

leveraged transfer learning utilizing feature extraction from pre-trained CNNs, classification performed by 

a support vector machine SVM model, and image pre-processing (including noise removal and resizing). 

Optimization achieved using SGD, RMSProp, and ADAM. ADAM outperformed the other optimizers, 

achieving 98.99% training accuracy and 95% test accuracy. The research comprised two datasets from 

Kaggle and the Bahawalpur hospital. Included four classes: COVID-19, Pneumonia, Normal, and Lung 

Opacity, with 10,000 images for training and 400 for testing.  

This research contributed to the introduction of ENN, along with optimization strategies, for the 

detection of COVID-19. The study achieved a performance benchmark against other studies and 

demonstrated competitive accuracy. A performance comparison was conducted among three optimizers 

using the same architecture. While transfer learning and CNNs are widely used, combining ENN with 

optimizer benchmarking and local data adds modest novelty. ADAM optimization insights for future 

research dimensions. Although the research utilized real and publicly available data sources, performance 

evaluation conducted with multiple optimizers and accuracy were achieved through well-organized sections; 

however, there is still room for improvement. Future research could validate the external datasets, increase 

the test size, and expand the role of transfer learning models. Future work may include the incorporation of 

additional datasets from other hospitals or sources to enhance generalizability and reduce biases with 

Kaggle and small local datasets. Cross-validation, including k-fold, may generate more reliable 

performance metrics. ROC and Confusion Matrix Plots can be analyzed in more depth. 
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