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Abstract: Medical science is rapidly evolving alongside the continuous
growth of medical data recording systems, resulting in massive and diverse
datasets. While these data offer valuable opportunities, their high volume
and complexity create significant challenges in processing, particularly in
tasks such as classification and clustering. Feature selection has emerged
as a critical strategy to overcome these issues by improving efficiency,
accuracy, interpretability, and scalability. This article presents a
comprehensive survey of feature selection methods with a dedicated focus
on medical data, providing a structured categorization into filter, wrapper,
and embedded approaches. It further reviews evaluation criteria, highlights
strengths and limitations of each category, and discusses their relevance
through examples from real-world medical applications. By combining
theoretical perspectives with practical insights, this work contributes a
clear roadmap for researchers in healthcare informatics, emphasizing that
effective feature selection can substantially enhance medical data analysis
and support future advancements in the field.
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1. Introduction

Feature selection is a process that is commonly used in machine learning to solve the dimensionality
reduction problem. This process selects a subset of the most important and efficient features. In this process,
irrelevant features, extensions and noise are removed in order to show the data more simply and concisely.
The selected features also play a decisive role in improving the performance of the bundles [1].

Although features selection is now successfully used in many expert systems such as text processing or
text mining [2], image processing and machine learning [3], medical information [4, 5] industrial
applications[6, 7], medical signal processing [8, 9], etc. Attention has been paid. In fields such as signal
processing, image processing, data processing and data mining, new information and data are produced
every day. Increasing computational costs, excessive training, and low efficiency are some of the
disadvantages of processing large volumes of data. These voluminous data usually have duplicate
information that even with the extraction of various features, duplicate features can still be seen in
abundance [6]. The existence of redundant and Overfitting features makes the performance of the classifier
suffer from over-regulation [10]. Feature selection in pattern recognition and machine learning presents a
significant challenge due to the presence of a large number of features, often in the thousands [11-13]. By
filtering out redundant and irrelevant features, it is possible to reduce overfitting, minimize computational
costs, and ultimately improve the efficiency of the classification process. Consequently, efficient and
effective feature selection algorithms that both reduce data dimensionality and enhance performance are
essential. Feature selection is a combinatorial optimization problem that plays a crucial role in various
applied fields and research areas [14].

Features represent the characteristics of objects, and the key to identifying and classifying these objects
lies in the effective selection of a relevant subset of features. The performance of a classifier heavily
depends on the quality of these features [15]. However, extracting appropriate features is challenging due
to several factors, including noise, feature correlation, and irrelevant or redundant data. This leads to the
fundamental question: which features are most relevant, and how can we identify the subset that best
represents the data?[16]. In detection and classification systems, the goal of feature selection is to identify
a subset of features that maximizes performance while minimizing computational complexity [17]. This
process ensures that only the most informative features are used, improving both the accuracy of the model
and its efficiency. By carefully selecting features, it is possible to not only enhance the classification
outcomes but also reduce the computational burden, making the system more scalable and faster. Moreover,
feature selection algorithms can be broadly categorized into three main types: filter methods, wrapper
methods, and embedded methods. Filter methods assess the relevance of features based on their statistical
properties before the learning algorithm is applied. Wrapper methods, on the other hand, evaluate subsets
of features based on the performance of the model, iteratively selecting the best-performing subsets.
Embedded methods perform feature selection during the training of the model, thus integrating the feature
selection process directly with the learning algorithm itself. Each method has its advantages and challenges,
depending on the specific context and type of data [18].

In real-world applications, selecting an appropriate feature selection strategy requires considering
multiple aspects, including dataset dimensionality, heterogeneity of samples, computational constraints,
and the intended clinical or analytical objectives. With the continuous expansion of medical datasets,
feature selection is no longer just a step to improve efficiency, but rather a fundamental process for tailoring
models to complex healthcare environments. By identifying the most informative variables, these
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techniques help adapt machine learning systems to clinical needs such as early disease detection, prognosis
monitoring, and personalized treatment planning.[19].Below are several key points that highlight the
importance and challenges of feature selection in medical data:

e Feature Dependence and Complexity: Often, detection systems are presented with many features.
However, these features may not be independent; they can be highly correlated or dependent on each
other. The presence of irrelevant or redundant features can severely affect the system's performance.
Additionally, using more features increases the system's complexity, but this does not necessarily result
in better diagnostic accuracy. Therefore, selecting a subset of efficient, informative features is critical
to optimizing performance and minimizing unnecessary complexity [20].

e Learning Algorithms and Feature Selection: During the training phase, a learning algorithm selects
relevant features to build a model that represents the training data [21]. If too many features are selected,
the model becomes more complex, which may lead to overfitting. According to the Minimum
Description Length Principle (MDLP), simpler models are preferable as they are less likely to overfit
and more likely to generalize well. The Minimum Description Length principle is an information-
theoretic approach that selects models by minimizing the total description length of the data and the
model itself [22]. A complex model may also be sensitive to noise in the training data, leading to poor
performance when tested on new, unseen data [23].

o Computational Efficiency and Real-Time Applications: Reducing the number of features can
significantly decrease the computational burden, which is especially important for real-time
applications. In medical data processing, where the speed of diagnosis can be critical, reducing
computational costs without sacrificing accuracy is essential. In some cases, reducing the feature set
may actually improve classification accuracy by focusing on the most relevant and powerful features,
thereby reducing the risk of overfitting and improving the model's generalization capability [16]. The
goal is to select features that provide the best separation between classes and enhance predictive
performance [24].

o Related Research in Medical Data Feature Selection

Several studies have focused on feature selection in medical data, exploring various methods and
strategies for improving classification performance [25]. Despite this, there remains a lack of
comprehensive research that thoroughly covers feature selection in the context of medical data across
a range of applications. This article seeks to fill this gap by providing an overview of feature selection
methods tailored specifically for medical data. The innovations of this paper are as follows:

e Definition and Categorization of Feature Selection Methods: A comprehensive collection of
definitions and the different types of feature selection methods commonly used in medical data.

e Comparison of Feature Selection Methods: A comparative analysis of various feature selection
methods, highlighting their advantages and limitations in the context of medical data.

e Review of Existing Research: An overview of the existing body of research on feature selection
in medical data, identifying trends, challenges, and research gaps.

This article is structured as follows: Section 2: Provides a detailed explanation of different definitions
and concepts related to feature selection. Section 3: Categorizing of feature selection methods. Section 4:
discussions on paper content and finally. Section 5: Concludes the article with key takeaways and
recommendations for future research.

2. Definition of feature selection
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Various definitions have been proposed for feature selection [26]. In one definition, selecting a subset
of features with the best classification performance result is called feature selection [27]. In this definition,
Redundancy features or unrelated features, which often have noise in the data, which cause the classifier to
make mistakes and degrade the classification performance, are removed. In addition, reducing the number
of features helps the human expert to focus on a subset of relevant features, which gives a better view of
the process described by the data [28].

Feature selection is a critical process in machine learning that addresses the problem of high-dimensional
data by selecting a subset of the most relevant features and eliminating unnecessary or noisy ones [29]. This
process helps simplify and clarify the data, improving model efficiency and performance. The benefits of
feature selection can be categorized into several key areas:

o Advantages of Feature Selection:

1. Reduced Execution Time: Feature selection helps decrease the time needed for learning processes
by removing irrelevant, redundant, or excessive features. This makes the training process faster and
more efficient.

2. Improved Model Accuracy: By removing noise, redundant features, and irrelevant data, the
learning algorithm can focus on the key aspects of the data. This enables the creation of simpler
and more accurate data models, which ultimately improves the classification performance.

3. Generalization and Simplicity: Feature selection can also lead to a more general and simpler
model. By focusing on the most important features, the resulting model is less likely to overfit the
training data and is more likely to generalize well to new, unseen data [30].

2.1. Feature Selection vs. Feature Transformation:

Feature selection differs from feature transformation, where new features are created by combining the
original features. While feature transformation methods (such as[31](PCA), Linear Discriminant Analysis
(LDA) [32], and Locally Linear Embedding (LLE)) [33] generate new, transformed features, feature
selection methods preserve the original features. This preservation is often desired in many domains
because it allows the model to maintain interpretability and relevance to the problem at hand [34].

e Feature Selection as a Dimensionality Reduction Method:
Feature selection is considered one of the dimensionality reduction techniques. It is closely related to
other methods aimed at reducing the number of input variables or features, such as PCA (Principal
Component Analysis) or compression-based methods [35]. However, feature selection is distinct from
these methods in that it does not modify the original features but instead selects a subset of the most
relevant features. This is particularly important in fields where understanding and preserving the
original features is critical for interpreting the model.

e Position of Feature Selection in Dimensionality Reduction:
Figure 1 illustrates how feature selection fits within the broader family of dimensionality reduction
techniques. Unlike transformation-based methods that generate new feature spaces, feature selection
retains the original variables, which makes it especially valuable in fields that demand clear
interpretability, including medical data analysis, financial forecasting, and scientific discovery. Rather
than merely reducing dimensionality, it strategically identifies the most relevant variables to balance
computational efficiency with domain-specific insight[34].
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Figure 1: Relationship between feature selection and other dimensionality reduction techniques

2.2. Expression of feature selection problem

The problem of selecting a subset of features in order to improve the desired classification performance
is explained as follows: V shows the main set of features with dimensions m. d shows the desired number
of features in the selected subset of X. Conventionally, the selection problem is to find a subset of X € V
such that |X| = d is The symbol J(X) is used to display the feature selection criterion function [36]. A
value above J refers to the optimal subset of the feature. The feature selection problem is expressed as
relation (1) [28]:

J(X) = maxzcy,z1=a ] (Z) (D

e Purpose of feature selection

Different feature selection algorithms may pursue varying objectives depending on the context and the
specific application. Below are some of the common goals that researchers typically aim for when

applying feature selection:

I.

Minimizing the Feature Subset While Retaining Sufficient Information: One key goal is to
identify the smallest subset of features that is both necessary and sufficient to accurately represent
the target concept or task. In other words, the objective is to reduce the dimensionality of the data
by eliminating irrelevant or redundant features while ensuring that the remaining features are
capable of capturing all the important information required for classification or prediction. This is
critical in scenarios where model efficiency is important, as fewer features mean faster processing
and less computational cost [37].

Selecting an Optimal Subset of Features for Optimization: Another common goal is to choose
a subset of NNN features from a larger set of MMM features, where N<MN < MN<M, in such a
way that the selected subset optimizes a certain criterion function. This means that the algorithm
aims to find the best possible combination of NNN features that provides the highest performance
based on a specific evaluation metric (such as classification accuracy, information gain, etc.). This
approach often involves evaluating all possible feature combinations to ensure the best-performing
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subset is selected. However, this can be computationally expensive, especially when dealing with
large datasets and a large number of features [37].

Improving Prediction Accuracy or Reducing Model Complexity: Feature selection can also aim
to improve the prediction accuracy or reduce the complexity of the model without significantly
compromising performance. The goal here is to select a subset of features that either enhances the
predictive power of the model (i.e., improves accuracy) or reduces the size and complexity of the
model (e.g., smaller models may be easier to interpret and faster to run), while ensuring that there
is no substantial drop in accuracy when compared to the full feature set. This approach strikes a
balance between optimizing performance and minimizing model complexity, which is especially
valuable in real-time or resource-constrained applications [38].

¢ Explanation:

1.

Smallest Subset for Target Concept: This goal focuses on the necessity and sufficiency of the
selected features. It's about finding the minimum set of features that can still capture all the
important patterns in the data. In practice, this reduces the model's complexity and makes it easier
to understand and interpret, while avoiding overfitting [39].

Optimizing Feature Subsets: Here, researchers aim to find the best possible feature subset based
on a specific criterion function. By exploring all subsets of NNN features from a larger set of MMM
features, the goal is to identify the combination that optimizes performance. This process often
involves algorithms like exhaustive search, genetic algorithms, or sequential feature selection, but
it can become computationally expensive for high-dimensional data.

Balancing Accuracy and Model Complexity: This goal involves a trade-off between performance
and efficiency. Selecting fewer features may make a model more computationally efficient and
easier to interpret, but the challenge is ensuring that this reduction doesn't come at the cost of
significant accuracy loss. For instance, selecting only the most relevant features may help speed up
predictions without drastically affecting the model's ability to classify or predict outcomes[30].

By understanding these goals, researchers and practitioners can choose feature selection algorithms that
align with their specific objectives, whether it's reducing computational time, improving model accuracy,

or creating more interpretable models. Table 1 highlights three different goals in feature selection
algorithms. Each goal addresses a specific challenge, such as reducing dimensionality, optimizing model

performance, or balancing accuracy and complexity. The selected goal will depend on the specific
requirements of the task at hand, such as computational resources, model interpretability, and accuracy.

Table 1: Highlights three different goals in feature selection algorithms

Goal Description Key Objective Challenges Common Use
Cases
Minimizing Identifying the Reduce the Ensuring that the Real-time
the  Feature smallest subset of dimensionality of reduced set  of applications,
Subset While features that is the data by features still captures high-dimensional
Retaining both necessary and eliminating all important datasets,
Sufficient sufficient to irrelevant features, information; risk of interpretability-
Information keeping only those oversimplification. focused models.
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represent the target that contain the
concept. most critical
information.
Selecting an Choosing NNN Optimize Computational Classification
Optimal features from a performance by complexity of tasks, feature
Subset of larger set of MMM selecting the best evaluating all subset
Features for features (N<MN < possible possible feature exploration,
Optimization = MN<M) that combination of subsets; may be time- performance
optimize a specific NNN features that consuming for large optimization in
evaluation improves model datasets. model-building.
criterion. accuracy or any
other performance
metric (e.g.,
information gain).
Improving Selecting a subset Achieve a balance Maintaining Real-time
Prediction of features that between accuracy accuracy while systems,
Accuracy or improves accuracy and model reducing the number embedded
Reducing or reduces the simplicity by of features; avoiding devices, medical
Model size/complexity of selecting only the performance drops data, financial
Complexity the model without most relevant after simplification. ~ forecasting, and
losing significant features, resulting interpretability-
accuracy. in a more efficient focused models.

and faster model.

e The basic steps of feature selection

There are four basic steps in different feature selection methods:

1.
2.
3.
4.

A Generation procedure to produce the candidate subset.

An evaluation function to evaluate the subset under test.

A stop criterion to determine when to stop.

A Validation procedure to check the correctness of the selected subset [30].

The following steps are reviewed:

e Pro
The

duction process:
production process is a search process aimed at generating feature subsets for evaluation. It can

proceed in different ways, depending on how the initial set of features is chosen:

1.

Case 1: Starting without any features: In this case, no features are initially selected. The
process progressively adds features in a stepwise manner based on their relevance.

Case 2: Starting with all features Here, all features are initially considered, and features
are then iteratively removed to find the most relevant subset.

Case 3: Starting with a random subset A random subset of features is selected initially,
and the algorithm either deletes features in a stepwise fashion or generates new subsets
randomly after each step [31].
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The goal of the production process is to generate feature subsets and evaluate their effectiveness in the
context of the task at hand.

e Evaluation function:
The evaluation function plays a key role in assessing the quality of the feature subsets produced by the
search process. It compares the current subset with the previous best subset according to a predefined
criterion. If the new subset performs better than the previous one, it replaces the previous subset as the
best solution. The evaluation function could measure aspects such as accuracy, information gain, or
any other relevant metric for assessing the subset's performance [40].

e Stop criterion:
Without a clear stopping criterion, the feature selection process might end up searching the entire space
of possible feature subsets, which can be computationally expensive and time-consuming. The stopping
criterion ensures that the process halts when certain conditions are met. These conditions can be based
on:

e Search-Based Stopping Criteria:
1. The number of selected features reaches a predefined threshold.
2. A predefined number of iterations or steps is reached.

e Evaluation-Based Stopping Criteria:
1. Further adding or removing features does not improve the quality of the current subset.
2. An optimal subset is identified according to the evaluation function [22].
3. These stopping conditions help balance computational efficiency with the quality of the selected
feature set.

2.3. Validation

Once the feature selection process is completed and a subset of features is selected, it is validated through
a separate process. The validation step is crucial in ensuring that the chosen feature subset is truly optimal
and performs well in real-world conditions. This process involves testing the selected subset through
various validation techniques to assess its reliability and accuracy. The evaluation criteria used during the
feature selection process play a decisive role in this validation phase. Proper selection of evaluation criteria
is essential because if the wrong criterion assigns inappropriate values to the feature subsets, the correct
subset will never be identified as optimal. In essence, the choice of the evaluation function directly
influences the feature selection outcome. For classification problems, the Bayesian error rate E(S) is often
considered an optimal criterion. The Bayesian error rate is the lowest possible error rate that any classifier
can achieve, serving as a theoretical benchmark in classification tasks [41]. The goal is to minimize this
error rate, which is computed using Eq. (1). In discrete spaces, Eq. (2) is typically used to calculate the error
rate. In the concept of classification and its related problems, an optimal criterion must have an optimal
Bayesian error rate E(S). E(S) is calculated from Eq. (1) [42]. Eq. (2) is also used in discrete space.

ES) = | p(5)(1 ~ max (p(als))ds

(1)

or ) P($)(1 ~max(p(clS)) o
S
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As it can be seen from the relations (1) and (2), E(S) is desired as sum or integral and also
p(S)(1 — max(p(cls))) is non-linear and non-negative [35]. In Eq. (3), the upper limit of E(S) is
calculated, H(C|S) conditional entropy C is given in each S.

H(C|S)

E(S) < 3)

Calculating E(S) directly is very difficult because S is a combination of features. As a result, most
researchers prefer to use criteria based on correlation and distance. Eq. (4) shows the evaluation criterion
of the correlation coefficient. The covariance of the variables a and b is the variance.

cov(a,b)
Jvar(a)\/var(b) 4)
Pearson correlation coefficient is calculated in relation (6).
NYab—Ya; Xb;
[VEat - [NEbE - b2 B

The Mutual Information (MI) is obtained from Eq. (6). p(0) is the Probability Density Function (PDF).
ab
I(ab) = 22 p(ab) log L0

r(a,b) =

r(a,b) =

p(@)p(b) (6)
The relation (8) shows the Symmetric Uncertainty (SU). Entropy is any property [43].
SUCa b) = 21(a; b)
@0 = i@ + G ™)

Distance information is calculated in relation (8). H (a|b)is the conditional entropy of a on condition b.
H(alb) + H(b|a)
2
Finally, the last criterion which is very common for evaluation is calculated from Eq. (9) and it is the

Euclidean distance criterion.
d(ab) = | ) (@ - b2 ©)

These common criteria are used to evaluate feature selection methods. Although there are other criteria

d(a,b) = 3

such as Laplacian scorel, Fisher score and other criteria, information criteria require features in discrete
state and discretization is required if they are used [44]. Having reviewed the definitions, objectives, and
fundamental steps of feature selection, the next logical step is to examine the various approaches used to
implement this process. Since each approach comes with its own advantages and challenges, Section 3
provides a comprehensive categorization of feature selection methods, enabling clearer distinctions and
facilitating the comparison and selection of appropriate techniques for medical applications.

3. Categorizing of feature selection methods

The search strategies used in the first step of feature selection is presented in following. If the main
feature set has N number of features, each feature selection method searches among 2™ candidate feature
subsets. These methods try to select the best subset according to the evaluation criteria. Although this
complete process tries to find only one better subset, it may be computationally very complicated and heavy
even with a moderate size N feature set. Other strategies are based on exploratory methods or random search,
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which try to have the best performance by reducing the computational cost. These strategies need a stopping
criterion to prevent the complete search of candidate subsets [45].

In the presented methods for feature selection, a classification can be provided. In this article, this
classification is done as follows. Methods based on tags of data in the database, methods based on feature
space search, and finally methods based on learning. Data tag-based methods are classified into three
categories: supervised, semi-supervised and unsupervised. Learning-based methods are divided into three
categories: filter, wrapper, permutation and combination methods. Search-based methods also consist of
complete stochastic and exploratory search strategies. Figure 2 shows this classification. In the following,
this category will be examined.

Feature selection

method
’ Learning based method ‘
I Label based method l ‘ Search based method l
‘ Filer

» Supervised ’ ’ Complete ‘

Wrapper
Semi-Supervised Metaheuristic
Embedded
; Unsupervised ’ Random
hybrid 1

Figure 2: Classification of feature selection methods.
3.1. Search based algorithms

3.1.1. Heuristic search

Heuristic search is an efficient strategy used in feature selection to explore the space of possible feature
subsets. In this approach, at each iteration of the search process, all remaining features are evaluated to
decide whether they should be included or excluded from the current feature subset. This method aims to
find good (though not necessarily optimal) subsets of features that improve model performance, especially
when the search space is large and exhaustive search is computationally impractical. Heuristic search
methods typically use a greedy approach, where decisions are made based on a local search criterion, which
may lead to good solutions without evaluating every possible feature combination[46]. For instance, in [47]
proposed two heuristic filter-based methods for gene selection in medical datasets, demonstrating that
variance performs well on standard datasets, while Mutual Congestion considerably improves accuracy in
high-dimensional data.

3.1.2. Complete search

This production process performs a complete search to find the optimal subset according to the
evaluation function. A comprehensive search is a complete search, but if the search is complete, it does not
mean that the search is comprehensive. There are various functions to reduce the search space without
reducing the probability of finding the optimal subset. Here, although it O(2") is the order of the search
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space, but a smaller subset is evaluated. The optimality of the subset is guaranteed according to the
evaluation function, because the production process can be reversed. Going back can be done using different
methods. An example of this type of search is the Beam Search (BS) search algorithm. This algorithm is
one of the best and first search engines that uses a limited queue to limit the search space. The queue is
sorted from the best to the worst feature subset, where the best subset is at the top of the queue. This
production process proceeds by removing the subset in the first queue and generating all possible subsets
by adding features to it. Each subset is placed in a suitable place of the queue. If there is no limit on the
queue size, the BS is an exhaustive searcher [39].

3.1.3. Random search

In this type of strategies, although the search space is of order, usually the number of subsets is less than
by adjusting the possible number of repetitions. The optimality of the selected subset depends on the
available resources [31]. An example of this type of search process is evolutionary algorithms. Evolutionary
algorithms for the application of feature selection are approaches that have the task of generating subsets
of features and optimal search to find the desired set of features. Evolutionary algorithms such as Genetic
Algorithm (GA) [48], Particle Swarm Optimization (PSO) [49], Ant Colony Optimization (ACO) [50],
Charged System Search (CSS) have been developed to solve large-scale combinatorial problems and have
been widely used in the feature selection problem [20].

Table 2 is the comparison for the different search strategies used in feature selection: Heuristic Search,
Complete Search, and Random Search. These strategies vary in terms of computational complexity,
optimization guarantees, and search efficiency.

Table 2: Comparison for the different search strategies

Search  Search Process Computation Advantages Disadvantages Examples
Strategy al Complexity
Heuristi  Iteratively O(\N?) - Simple and fast - Can get stuck in -Relief
¢ Search  selects or to implement. local optima. -Sequential
excludes - Efficient for - May notfindthe Forward
features by small to medium- optimal  subset Selection
evaluating their sized  datasets. due to greedy (SFS)
relevance. Often - Can handle nature. -Sequential
uses greedy or noisy features. - Limited Backward
local search flexibility. Selection
methods. (SBS)
Complet Explores the O(N?) - Guarantees - - Beam Search
e Search entire search finding the Computationally (BS)
space for the optimal  subset expensive for - Exhaustive
optimal  subset based on the large datasets. Search
using evaluation evaluation - Search space
functions. Can function. grows
be exhaustive or - Can explore all exponentially,
constrained. possible subsets.  making it

impractical ~ for
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high-dimensional
data.

Random Selects random Depends on - Can explore a -Optimalityisnot - Genetic
Search feature subsets number of wide range of guaranteed. Algorithm
and  evaluates iterations. feature subsets. - The solution (GA)
them. The search Typically - Requires fewer depends on the - Particle
space is reduced O(N) or lower resources for number of Swarm
by limiting for  specific computation iterations and Optimization
iterations or algorithms. compared to available (PSO)
repetitions. exhaustive computational - Ant Colony
methods. resources. Optimization
- Useful for large- - May miss the (ACO)
scale problems. optimal subset. - Charged
System Search
(CSS)

3.2. Learning-based methods

The feature selection methods are divided based on the interaction with the learning algorithm and label
information in the data [51]. Feature selection methods are divided into three categories based on their
interaction with learning algorithms: wrapper, filter and Embedded. If the feature selection algorithm uses
learning algorithms for feature selection, this method will be a wrapper. In rapper-based methods, according
to the predicted accuracy of the classifier (classifier) as a black box, it selects the feature and ranks the
subsets of the feature according to their predictive power It binds. Filter-based methods select features using
a pre-processing step. Learning algorithms are not included in this category of methods. The main drawback
of this method is that it does not consider the effect of the selected feature subset in the learning algorithm.
Under these two methods, comprehensive search can be done if the number of variables is not too large. As
the number of features increases, the computational cost increases, in this case the search becomes
impossible [52]. Combined or integrated methods benefit from the advantages of both previous methods by
using different evaluation criteria in different stages of the search. In contrast to Rapper's methods, they
select features while also considering the design of the classifier. In this control method, it is difficult to
select the appropriate number of features and usually there is an excess of features. In the following, these
methods are described in feature selection [53].

3.2.1. Wrapper method

In wrapper-based methods, the performance (for example, predicted classification accuracy) of a
classification algorithm is used to evaluate a subset of features. Figure 3 shows the general idea of rapper
methods. For each generated feature subset X, the wrapper evaluates the goodness by applying the
classification algorithm on the data set using the features in the subset X. Rapper can find feature subsets
with high accuracy, and the reason is that the features match well with the learning algorithm [54].
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Training data

Subsample production

Subsample of features \ Classification accuracy

Subsample evaluation

Classificaiton

) final subsample
Testing data Classification accuracy

—_[ Classificaiton }

Figure 3: The general idea of wrapper-based methods.

A wrapper-based feature selection model consists of two parts:

e The first part: feature subset selection, which selects the best subset using the predicted accuracy
of the classifier (training data) as a criterion.

¢ The second part: learning and testing, when a classifier was taught from the training data with the
best feature subset, it is tested on the test data [55].

Rapper methods are often criticized for their computational time. Due to the fact that a comprehensive
search requires different evaluation, forward selection or backward elimination methods have been
proposed and used. These methods are referred to sequential methods. The sequential forward selection
method of SFS starts with a zero set and the variables increase in a developmental way and make larger
subsets, while in SBS with a set composed of all It starts variables and deletes them in a developmental
way. Both of these methods suffer from a problem called nesting effect. This means that the backward
deletion method cannot select the deleted features again, and in the forward selection method, once the
features are selected, the feature cannot be deleted. The result is that the mentioned methods are not optimal.
In addition, the forward selection and backward elimination methods require high computing time when
the number of variables is large [14].

3.2.2. Filter-based methods

Filter-based feature selection applies a selected metric to find irrelevant features and filters out redundant
data. The selection process is independent of the educational process. Filter-based methods rank the features
as a pre-processing step before the learning algorithm and select those features with high-ranking scores.
The score is calculated by measuring the variance between the expected value of information and the
observed value. The filter evaluation criterion is usually used to analyze the internal features of the feature
subset, including correlation, distance, information acquisition, etc. In practice, filter-based feature
selection can be first checked by expert knowledge, then filtered by filter-based methods. Traits that have
been shown to be associated with a specific disease or physiological response are often selected directly in
trait selection [56]. Columns with poor feature selection scores are ignored. Filter-based feature selection
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provides various performance measures to evaluate information value, such as correlation coefficient,
mutual information, Kendall correlation, Spearman correlation, Chi Squared, Laplacian score, Trace Ratio
criterion and Fisher score. Commonly used criteria for selecting supervised features. Fahim Sufi and
colleagues. ranked feature subsets based on a correlation-based heuristic evaluation function. The algorithm
selected the features by calculating the average feature class correlation and the average feature-feature
correlation. These two criteria ensure that irrelevant features and redundant features are removed from the
feature set because they are not correlated with the class or other features. Some researchers evaluated each
feature from the set of primary features with Fisher's score. Fisher's score selected each database feature
independently according to their scores under Fisher's criterion, resulting in a subset of features not being
optimal. It is often used to select feature sets with lower dimensions. The filter method uses statistical
indicators to score and filter each feature, focusing on the features of the data itself [47].

The advantage of the filter method is that the calculation is fast and does not depend on a specific model.
However, the final classification accuracy may not be high because the selected features are not customized
for the specific model. As shown in Figure 4, the filter-based method, unlike the wrapper-based method,
instead of using a specific classifier for learning, will choose based on the inherent characteristics of the
data. Then it uses them to evaluate subsets of features.

Traming data
— |  Subsample production

l ‘ Merit criteria

[ Subsample evaluation ]

Final subsample
Testing data

G Feature subsample
—_ Classification

Figure 4: Feature selection approach using filter-based method [45].

Filter-based methods are evaluated based on four evaluation criteria: distance, information, dependence,
and consistency. Independent of any classification algorithm, filter-based methods remove irrelevant
features, extraneous and noise in pre-processing steps, before the classification takes place. The basis of the
filter-based method is to search for related features and remove unrelated features [57].

A filter feature selection model consists of two parts:

e The first part: feature selection using criteria of distance, information, dependence and consistency.
The classifier is not used in this section.

e The second part: This part is similar to the wrapper model, where a classifier is trained on the
training data with selected features and tested on the test data.

In addition to the fact that the filter method is based on the inherent characteristics of the data, it also
has the following characteristics:
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e Normally, the measurement of distance, information, dependence and compatibility criteria has a
lower computational cost compared to the measurement of the predicted accuracy of the classifier,
so a filter method can be a subset if the rest of the issues are equal. produce more quickly.

¢ Due to the simplicity of criteria and low time complexity, a filter method can use a larger amount
of data than a classifier, so when a classifier cannot be trained directly from a large amount of data.
See, this method can be used to reduce data dimensions.

e The problem of the filter approach is that the internal relationship between the features is not
considered, and the selected set may have a large number of interrelated features, as a result, it does
not achieve our goal, which is to reduce features as much as possible and eliminate unnecessary
features [58].

In this category, feature ranking methods and feature weighting methods are located. In feature ranking
methods, instead of returning a set of the best features by the feature selection approach, the features They
sort from the most relationship to the least relationship. Then this ranking can be used to discard some
features. Weighting algorithms belong to the category of filter-based methods, they assign a communication
weight to each specific feature. These weights can then be stored for ranking and then used for feature
removal, for example by choosing a threshold weight and removing all features with a weight below the
threshold. An important question about the definition of "subset of related features" is the definition of
"related". Two degrees can be defined for the definition of "related": weak and strong. Feature X is strongly
correlated if the removal of this feature causes the performance of an ideal classifier to degrade greatly. A
feature X is weakly related if this feature is not strongly related and there is a subset of features, S, that the
classifier's performance on this subset of features is worse than on set S U {X}. A feature is unrelated if it
is not weakly or strongly related [59].

Related features do not necessarily mean that they should be in the subset of optimal features. Similarly,
unrelated features do not always imply that these types of features should not be optimal in the subset. This
case can happen when the classifier is limited in the space of assumptions and this case makes it unable to
use all the features. As an integrated example, in [60] a novel framework that combines filter, wrapper, and
embedded methods for medical data, achieving 94.45% accuracy on a microarray dataset and 91% accuracy
on the Cleveland Heart Disease dataset using an SVM classifier.

3.2.3. Embedded methods

Alternative methods use learning-based methods for feature selection. Alternative methods work based
on combined and group learning. The use of group learning methods reduces the computational cost. It also
improves the classification accuracy. It should be noted that even by adding a feature to the desired feature
set, the computational cost does not increase in this method. In replacement methods, feature selection and
learning evaluation are done simultaneously, while in rapper methods, the feature selection process is done
after learning. The simultanecous performance of learning and feature selection has reduced the
computational complexity [61].

The selection of embedded features is embedded in the construction of the machine learning algorithm.
It provides a trade-off solution between the filter method and the wrapper method, which can solve the high
redundancy of the filter algorithm and the computational complexity of the wrapper algorithm.
Permutation-based feature selection is performed automatically during the learner training process.
Compared to the other two methods, the process of searching and selecting the subset of features is included
in the construction of the classifier. Regularization and tree methods are widely used in embedded methods.
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Regularization models in the form of normative regularized regression models, such as lasso, sparse linear
discriminant analysis, and regularized support vector machine, are widely used in embedded methods.
Regularization is the application of additional constraints or penalties on the loss function when training a
neural network, which can reduce the complexity and instability of the model in the learning process, thus
preventing overfitting and improving the generalization ability. The decision tree is a classic embedded
feature selection method [62].

Features with good classification ability are selected at the nodes of the tree, and then the selected feature
subsets are used to perform learning tasks. Feature subsets are selected during the decision tree generation
process. Random forest has the advantages of high accuracy, good robustness and ease of use, which makes
it one of the most popular machine learning algorithms. Random forest provides two methods for feature
selection, including average impurity reduction and mean decrease impurity and mean decrease accuracy.
Tree-based predictive models can be used to calculate the importance of features and thus remove irrelevant
features. Embedded feature selection can be applied to high-dimensional datasets, but the design of the
embedded method is strongly associated with a particular learning algorithm, which in turn limits its
applicability to other learning algorithms [63]. As an example of embedded approaches, in study [64]
introduced a Time Selection Layer in deep learning models for ozone pollution prediction, which reduced
complexity, enhanced interpretability, and improved model performance by 9% on average across multiple
monitoring sites.

3.2.4. Hybrid methods

In feature selection, combined or hybrid methods integrate the strengths of multiple approaches to
improve the performance and efficiency of the selection process. Typically, these methods combine the
filter and wrapper techniques, each of which has its own advantages and limitations. The main goal of
hybrid methods is to leverage the benefits of both approaches while mitigating their individual weaknesses.
The filter method is generally fast and computationally efficient, as it evaluates features independently of
any machine learning algorithm, using statistical measures like correlation or mutual information [65]. On
the other hand, wrapper methods are more computationally expensive but tend to provide more accurate
feature subsets, as they evaluate subsets based on their impact on a specific model’s performance. By
combining these two methods, hybrid approaches aim to balance computational efficiency with
classification accuracy, addressing the shortcomings of each method when used alone [66].

e Combining Filter and Wrapper Methods: The integration of filter and wrapper methods in hybrid
feature selection provides a powerful strategy for enhancing feature relevance and reducing
redundancy. The filter component can quickly eliminate irrelevant or redundant features, reducing the
search space and making the wrapper phase more focused and efficient. By filtering out features that
are highly correlated or statistically insignificant, the wrapper method can then focus on evaluating
more promising subsets that are likely to improve model performance. Conversely, the wrapper
component enhances the filter approach by using a predictive model to assess the usefulness of feature
subsets, thereby ensuring that only the most relevant features are selected. In this way, the hybrid
method combines the computational efficiency of the filter approach with the high accuracy of the
wrapper approach, resulting in a feature subset that not only reduces dimensionality but also improves
model performance in real-world applications [67]. In [68] proposed a hybrid serial filter—wrapper
framework with an elite-guided mutation strategy (SFEMEQO) for cancer gene expression data, which
outperformed nine benchmark algorithms across ten medical datasets, achieving accuracy
improvements ranging from 3.73% to 18.13% and significantly better optimal fitness.
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e Advantages and Challenges of Hybrid Methods: The main advantage of hybrid feature selection
methods lies in their ability to overcome the individual weaknesses of filter and wrapper methods.
Filter methods can quickly remove irrelevant features, but they often ignore feature interactions that
could improve classification performance. Wrapper methods, while more accurate, tend to be
computationally expensive and may suffer from overfitting if the feature subset is too large. By
combining both approaches, hybrid methods can exploit the strengths of each, reducing computational
costs while maintaining or even improving predictive accuracy. However, the integration of these
methods comes with its own challenges. Hybrid approaches often involve more complex search
strategies, which can increase the computational burden compared to using filter or wrapper methods
alone. Additionally, careful tuning of the filter and wrapper components is essential to ensure that the
combination does not result in suboptimal feature subsets. Despite these challenges, the use of hybrid
methods in feature selection has gained popularity due to their ability to provide high-quality and
efficient solutions, especially in large-scale machine learning tasks and real-time applications[69].

3.2.5. Comparison of learning-based methods

Feature selection methods Filter-based feature selection, to select a feature or to select a subset of
features, starts with all the features in the database. Then, to select each feature, statistical criteria are used
to evaluate the desired features for the purpose of selection or purpose. Among the statistical criteria is the
Pearson coefficient [33]. LAD linear discriminant analysis, AWOVA, Chi square [34], MI mutual
information or other methods are used. All these statistical methods depend on the change of feature in the
database. The methods of Pearson's coefficient and mutual information are among the most common
statistical methods in the field of filters. Filter methods use characteristics such as Information gain, stability,
correlation dependence and distance criterion to select a feature.

Wrapper-based methods are known as black box methods. These methods do not have information about
the features and the type of selected features are selected based on learning methods. In other words, the
features are selected based on the estimation of accuracy in learning methods. Based on the accuracy
obtained in the learning method used in selected, removed or selected, the feature is determined. Rapper-
based methods have higher complexity, but have much higher accuracy than filter-based methods. It is
possible to refer to the methods of forward hierarchical feature selection, backward hierarchical feature
selection, methods based on evolutionary algorithms [70].

Wrapper-based feature selection uses a predefined classifier to evaluate a set of features. This method
scores the features using the learning algorithm, these features are finally used in the classification. The
feature selection process is integrated with the training process, and the predictive ability of the model is
used as a selection criterion to evaluate the feature subset, such as classification, accuracy, complexity
penalty factor. The forward and backward selection algorithm in multiple linear regression is a simple
implementation of the wrapper. Sequential floating forward search (SFFS) algorithm uses sequential
forward selection (SFS) and sequential backward selection (SBS) respectively to obtain the best set of
database features [71].

Compared with the filter-based method, the wrapper-based method performs better in generating high-
quality subsets, but the data processing is computationally complex because the learner needs to be trained
several times during the feature selection process. Unlike filter selection, which does not consider
subsequent classification algorithms, complex selection directly takes the performance of the final
classification algorithms as the evaluation standard for the subset of features. In other words, complex
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feature selection is to select the most optimal feature subset for a given learning algorithm. However, the
performance of the subset of features is influenced by the specific learning algorithm. Feature subset

stability and consistency is poor because each additional feature must be built into the feature subset for

evaluation. Rapper-based feature selection has high time complexity and is not suitable for high-
dimensional datasets [4]. Table 3 shows the comparison of these methods [72].

Table 3: Comparison of feature selection methods based on the type of learning

Feature Selection Interaction Key Advantages Disadvantages Common
Method with Characteristic Use Cases
Learning s
Algorithm
Wrapper-Based  Uses - Evaluates - High - - Tasks
Methods learning feature subsets accuracy due Computationall requiring
algorithm by training a to model- y expensive high
for feature model usingthe specific (requires accuracy,
selection selected evaluation. multiple model such as
features. - Can find evaluations). classification
- High accuracy highly - High time in complex
based on model relevant complexity. datasets.
performance. subsets  for - Real-time
specific tasks. predictions.
Filter-Based Independent - Features are - - May ignore -
Methods of learning ranked or Computation feature Preprocessin
algorithm filtered based y  efficient. interactions that g for large
on  statistical - Does not could improve datasets.
measures (e.g., depend on model -
correlation, any classifier. performance. Applications
mutual - Can handle - May not result where
information). large in optimal computationa
datasets. subsets for 1 efficiency is
classification. critical.
Embedded Integrated -Feature -Lower -Model- - Regularized
Methods with selection computationa dependent, models (e.g.,
learning occurs during 1 cost which limits its Lasso,
algorithm the model compared to applicability to Ridge),
training wrapper other learning decision
process. methods. algorithms. trees, random
- Simultaneous - Features - Can be biased forests.
learning  and selected toward specific - High-
selection. based on models. dimensional
model’s datasets.
requirements.
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Hybrid/Combine Combinatio - Combines - Combines - More complex -  Complex
d Methods n of filter strengths of computationa and tasks
and wrapper both filter and 1 efficiency computationally requiring
methods wrapper (filter) with intensive. high accuracy
methods. high accuracy - Requires and
- Uses different (wrapper). careful tuningto computationa
evaluation - Reduces avoid 1 efficiency.
criteria in redundancy suboptimal - Real-time
different and improves subsets. machine
stages. relevance. learning
tasks.

3.3. Label based Feature selection

Feature selection methods based on tag information can be broadly categorized into three types:
supervised, unsupervised, and semi-supervised methods, each with its own approach to evaluating the
relevance of features based on the nature of the available data [23].

3.3.1.Supervised Feature Selection:

In supervised feature selection, the method relies on labeled data to identify the most relevant features.
The key idea is to evaluate the importance of each feature by measuring its correlation with the labels (i.e.,
the class or target variable) [73]. These methods use statistical measures such as mutual information,
correlation coefficients, or information gain to assess how well each feature distinguishes between different
classes or outcomes. Since supervised feature selection utilizes label information, it tends to offer higher
accuracy and performance compared to unsupervised methods because the model is guided by the target
variable during the selection process. However, the main drawback of supervised methods is their
dependence on sufficient labeled data, which is often costly and time-consuming to acquire. In many
practical applications, labeled data is limited, while unlabeled data is abundant. This makes supervised
feature selection impractical or infeasible in certain contexts, especially when labeling is expensive or time-
consuming [74].

Supervised feature selection methods are mostly used in classification problems and use the correlation
and relationship between features and labels as the basis for feature selection. The importance of features
is measured by relevant criteria. Suppose there are D (X, C) databases in which X = {xy,x,,...,x,} are
feature sets and C is the class label. The goal of a supervisory feature selection method is to find an optimal
subset of X features in the form of § (|§ =K |) in such a way that the classification accuracy and accuracy
are maximized. CFS correlation feature selection [52] Relief [53] methods of selecting supervisory features
are among the significant methods in this category of methods. CFS is a feature subset selection method
that works from hierarchical selection methods to obtain the optimal subset. Relief, which is an improved
result of Relief, has worked well in multi-class classification. The main idea of this method is to use the
Euclidean criterion and weight the features based on the differential sample in different classes.

Eq. (10) shows the Hilbert-Schmidt dependency criterion for feature selection. In this relation, the
dependencies of a subset of the relation (10) show the Hilbert-Schmidt dependency criterion J(0) for
feature selection. In this regard, it shows the dependence of a subset of features on class C. A good subset
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of the feature maximizes J(0) and as a result the feature selection problem is optimally solved. It maximizes
a good subset of features, and as a result, the feature selection problem is optimally solved.

Dps = ar%rggx[f(f)] (10)

If value f(S) is put instead of I(S; C) in relation (10), relation (11) is obtained. If value is placed in
relation (10) instead of value.

Drs = arg max[l(.?; C)] (11)
which I(S; €) is calculated from Eq. (13).
1(S;¢) =H(C)—H(C|S) (12)

In Eq. (12), H(C) is a limited value. The highest value of I (§ ;C ) indicates the lowest value of H (C ;S )
Therefore, based on the Eq. (4), the maximization of [ (3’ ;C ) causes the decrease of & E (5 )

The central idea is the feature selection method in information arg max [I (5’ ; C )] theory. In the past,
feature selection methods based on information theory have been very successful. Filter-based feature
selection methods usually use evaluation criteria to improve the correlation between features and labels and
reduce the correlation between features. Also, correlation between features is replaced by repetition or
variation (distance). Correlation, repetition and variation (distance) criteria can be similar or different.

In Minimum redundancy and maximum relevance methods (mRMR) based on association and repetition,
association (attribute-category) and repetition (attribute-attribute) are the basis of this class of methods.
mRMR selects features that are highly relevant to the prediction target while avoiding features that carry
overlapping or redundant information. For example, in a medical dataset, it may choose one biomarker
from a group of highly correlated biomarkers instead of keeping them all [75]. These models use Euclidean
distance criterion, Pearson's correlation criterion, as well as information theory for communication and
repeatability. Features in the main database are divided into four groups.

¢ Fully connected and noiseless features

¢ Correlated weakness and repetitive features
¢ Weakly related and non-repetitive features
e Strong related features

Strong related properties are also called basic properties of hard theory, which form the core of
conditional properties [54].

Relevance and redundancy analyze become two main optimization problems. A classical criterion for
feature selection based on repetition or relationship is mRMR (least repetition and maximum relevance),
which uses mutual information as an evaluation criterion. Eq. (13) shows the first-order analysis of
repetition, and its extended form is given in Eq. (14) as mutual information of conditions.

1 1
mRMR = max —Z 1(x;; S) ——Z Z I(x;; x7) (13)
S| NE
XiES X{ES XES
1 1
CmRMR = max mz 1(x;;S) — Wz Z (I(xi;xj) — I(xi;lec) (14)
XES x,-EijES
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Although mRMR based on mutual information only minimizes feature-feature mutual information and
eliminates the classification efficiency of the desired features and can affect the selected features, feature
selection based on mutual information Conditional has also been given a lot of attention. Feature selection
methods based on information theory increase information regardless of labels. Incremental hierarchical
methods and approximate expression directly measure mutual information between subsets of features as
well as labels. mRMR also has an incremental hierarchical structure [76].

3.3.2. Unsupervised Feature Selection:

In contrast, unsupervised feature selection methods do not rely on any label information. Instead, these
methods evaluate features based on their ability to preserve the intrinsic structure of the data, such as
maintaining variance or clustering patterns. For example, methods like Principal Component Analysis
(PCA) or Independent Component Analysis (ICA) focus on selecting features that capture the most variance
or the underlying statistical structure of the data without any regard to class labels. These methods are
particularly useful in scenarios where labeled data is unavailable or scarce, as they do not require any
supervision. However, unsupervised methods may not always result in the most relevant features for
classification tasks because they do not directly consider how well features correlate with the target variable,
potentially leading to suboptimal feature sets when the goal is predictive performance [77].

The main goal of unsupervised feature selection methods is to cover data classification and increase
clustering accuracy by finding subsets of features based on clustering or evaluation criteria. Unsupervised
feature selection methods are divided into unsupervised wrapper and unsupervised filter based on clustering
algorithm.

Unsupervised wrapper feature selection uses clustering algorithm to set the validity of feature selection.
The subset of features with the best clustering efficiency is considered as the most optimal subset of features.
Since each subset of features must be evaluated by the clustering algorithm, it has a high computational
cost. Because it will be involved with a large amount of data. Unsupervised rapper feature selection methods
can be divided into two categories: 1- method based on local rapper, method based on global rapper. If the
algorithm is applied to all features and clusters, it will be global and otherwise it will be local.

In unsupervised filter feature selection methods, a subset of features are selected based on the essence
and nature of the data features, and learning and clustering algorithms are not implemented in the feature
selection process. Therefore, the time of clustering and the complexity of the algorithm are reduced.
Unsupervised filter feature selection methods directly use the statistical efficiency of all training data as an
evaluation criterion, which seems to be very efficient and useful for large databases. The efficiency of
clustering in selected features of unsupervised filter is usually lower than that of unsupervised wrapper. The
main reason is that in the unsupervised filter, the evaluation criterion is independent from the specific
clustering algorithm [78]

3.3.3. Semi-Supervised Feature Selection:

Given the limitations of supervised and unsupervised methods, semi-supervised feature selection has
emerged as a solution to handle situations where only a small portion of the data is labeled, but a large
amount of unlabeled data is available. Semi-supervised methods aim to leverage the local structure of both
labeled and unlabeled data to assess feature relevance. These methods typically use techniques that exploit
the relationship between labeled and unlabeled instances, such as graph-based methods, which utilize the
manifold structure of the data. Semi-supervised feature selection methods often aim to preserve the structure
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of the data while also taking into account the class information provided by the labeled data [31]. The
advantage of semi-supervised methods is that they make use of both labeled and unlabeled data, allowing
them to perform better in scenarios where labeled data is scarce but abundant unlabeled data is available.
This makes them particularly useful in real-world applications where acquiring labeled data is expensive
or impractical, such as in medical diagnostics or social media data analysis [79].

Suppose the database D = {D;, Dy} is given. Dy is a subset of data that all have labels and D, is data
that does not have labels. Semi-supervised feature selection methods use D, to improve learning efficiency
with the help of Di. In other words, in this category of methods, labeled data is used to improve the
efficiency of feature selection in unlabeled data [34].

Semi-supervised feature selection methods are divided into three categories: semi-supervised wrapper,
semi-supervised filter and semi-supervised integrated. Score functions used in semi-supervised filter
methods are divided into four groups:

1. Constraint Score
2. Fisher's score

3. Variance score
4. Laplacian score

Limit and Fisher scores are supervised and variance and Laplacian scores are unsupervised [80]. Semi-
supervised feature selection methods based on constraint score use binary constraint to evaluate the features
and the features that have the best ability to maintain the constraint are selected. Semi-supervised feature
selection methods based on Fisher's score take advantage of Fisher's features and use the local structure and
information distribution of labeled and unlabeled data in feature selection in such a way that the
discriminability And keeping the local information completely preserved.

In semi-supervised feature selection methods based on variance score, features that have the most
variance are selected. Semi-supervised feature selection methods based on the Laplacian score combine the
Laplacian criteria and the output information to select the feature. These methods are based on the Laplacian
graph that constructs the neighborhood graph and evaluates the features based on the ability to preserve the
local structure of the data [81].

3.3.4. comparsion of labeled based Feature Selection:

Table 4 provides a comparative overview of three major paradigms in feature selection: supervised,
unsupervised, and semi-supervised approaches. Supervised methods take advantage of label information to
select the most discriminative features, which makes them highly effective in classification tasks such as
disease diagnosis or image recognition. However, their dependence on sufficient labeled data can limit their
applicability in many medical and real-world settings. Unsupervised approaches, in contrast, operate
without labels by exploiting patterns such as variance or intrinsic structure in the data. While this
independence from labels is beneficial in exploratory analysis and clustering, it may reduce their predictive
power in tasks that rely on accurate class separation. Semi-supervised methods represent a middle ground
by incorporating both labeled and unlabeled samples, thereby improving performance when labeled data
are limited but unlabeled data are abundant. Although computationally more demanding, these methods are
particularly relevant to modern healthcare and web data applications where annotation is expensive, yet
large-scale raw data are readily available.
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Table 4: Summarizing the three types of feature selection methods

Feature Data Type Key Idea Advantages Disadvantages Common Use
Selection Cases
Method
Supervised Labeled Selects - High - Requires - Classification
Feature data features accuracy and sufficient labeled problems with
Selection based on performance data, which can be sufficient labeled
their due to label costly and time- data
correlation information consuming - Medical
with the - Suitable for - Not practical in diagnosis, image
target labels  classification the absence of classification,
tasks labeled data etc.
Unsupervised Unlabeled Selects - Does mnot - May not select - Clustering,
Feature data features require labeled the most relevant dimensionality
Selection based on data features for reduction
data variance - Useful when predictive  tasks -  Exploratory
or intrinsic labeled data is - Cannot directly data  analysis,
structure scarce or consider class feature
unavailable labels extraction in
unsupervised
contexts
Semi- Both Leverages - Makes use of - More complex -  Applications
supervised labeled both labeled both labeled and with limited
Feature and and and unlabeled computationally labeled data but
Selection unlabeled  unlabeled data intensive than abundant
data datato assess - Useful when supervised or unlabeled data
feature labeled data is unsupervised - Text mining,
relevance scarce but methods medical
unlabeled data - May still suffer applications,
is abundant from limited label web data
quality analysis

4. Discussion

The review presented in this paper shows that feature selection remains a crucial step in medical data
analysis, where balancing accuracy, computational efficiency, and interpretability is essential. While filter
methods are valued for their scalability, their inability to capture feature interactions limits their use in
complex healthcare datasets. Wrapper methods typically achieve higher predictive accuracy but are
computationally expensive, whereas embedded approaches attempt to combine the strengths of both but
may still face challenges with generalization.

Another important point is that the effectiveness of feature selection strongly depends on the
characteristics of medical data. For instance, high-dimensional genetic data, imaging modalities, and
electronic health records each bring unique problems such as redundancy, noise, and heterogeneity. This
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indicates that no single approach is universally optimal, and hybrid or adaptive methods may provide more
robust outcomes.

Additionally, the choice of evaluation measures significantly influences the assessment of feature
selection techniques. Measures such as the Pearson correlation coefficient are computationally efficient but
limited to detecting linear relationships. In contrast, mutual information can capture both linear and non-
linear dependencies, offering richer insights at the expense of higher computational costs. Similarly,
distance-based measures are intuitive but may lose discriminative power in high-dimensional settings,
whereas entropy-based measures provide deeper analysis but require more complex computations. Such
comparisons highlight that the evaluation process must be tailored to both the dataset and the application
domain.

Finally, open challenges remain, including scalability for real-time medical applications, integration
with deep learning models, and ensuring interpretability in clinical practice. Addressing these issues is
critical for transforming feature selection research into practical, trustworthy tools that can support
clinicians, enhance diagnostic accuracy, and advance personalized healthcare.

5- Conclusion

In this article, we provided a comprehensive review of the concepts and methods of feature selection,
which play a fundamental role in improving the accuracy, efficiency, and interpretability of machine
learning models, particularly in the medical domain. Methods were categorized based on their interaction
with learning algorithms as well as the type of data (labeled, unlabeled, or semi-labeled). These categories
highlight that the choice of feature selection technique strongly depends on dataset characteristics and
available computational resources. In the context of medical data, the nature of the dataset—whether
labeled or unlabeled, structured or unstructured—greatly influences the performance of learning models,
making the choice of an appropriate feature selection method even more critical. Despite the progress made,
several open challenges remain that define directions for future research. One key challenge is scalability,
that is, developing feature selection methods that are effective for real-time medical applications such as
continuous monitoring of vital signs. Another challenge is interpretability: the selected features must be
understandable to clinicians to ensure transparency and reliability in medical decision-making. Furthermore,
integration with deep learning architectures is an important avenue, as feature selection could reduce
complexity and computational costs in these models. Finally, heterogeneity of medical data—ranging from
images to genomic information and electronic health records—calls for more flexible and adaptive
approaches. Additionally, one promising direction is the design of adaptive frameworks capable of
adjusting to changing data conditions and clinical requirements. Such approaches could not only enhance
computational efficiency but also make feature selection more practical in real clinical environments, such
as decision-support systems and personalized medicine platforms. Moreover, integrating feature selection
with emerging technologies like medical Internet of Things (IoT) and federated learning may open up new
possibilities for scalable and secure medical applications in the future .In summary, feature selection
remains an essential tool for medical data analysis, but achieving real-world clinical applicability requires
further work on scalability, interpretability, and adaptability to complex and heterogeneous datasets.
Addressing these challenges can pave the way for more accurate, efficient, and clinically meaningful
applications of feature selection in healthcare informatic
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